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1. Introduction

HOI stands for Human-Object Interaction, a crucial con-
cept in computer vision and artificial intelligence. It in-
volves understanding the interactions between humans and
objects in visual scenes, which is fundamental for a ma-
chine to comprehend human activities and the context in
which they occur. This understanding is vital for applica-
tions such as image and video analysis, human-computer
interaction, and autonomous systems. Recent research in
HOI detection has focused on leveraging deep learning and
specialized datasets to enhance model accuracy.[3] Some
approaches aim to improve model generalization across di-
verse HOI categories and datasets,[6] while others explore
techniques like Non-Interaction Suppression (NIS) and hi-
erarchical learning. [1]]

The problem addressed is the prediction of human-object
interactions, where traditional methods might be slow due
to exhaustive human-object pairings. The proposed solution
focuses on using only human features for prediction, aiming
to significantly speed up the process. This approach is par-
ticularly relevant in real-world scenarios like surveillance
and human-computer interaction, where quick and accurate
detection of interactions is essential. By streamlining the
method, it promises more efficient and effective interaction
prediction in various technological fields.

Our project, when integrated with additional models, has
the potential to perform a diverse array of tasks within the
field of computer vision. It significantly contributes to an
enhanced comprehension of the ways in which machines
can interpret and analyze visual information. Furthermore,
its application in security domains promises to enhance per-
formance and efficacy.

Our project proposes a pipeline for precise human-object
interaction localization, involving stages like human pres-
ence identification, feature extraction, and point of inter-
action prediction. Various design choices were explored,
revealing challenges with noisy data annotations and a
workaround for images without interactions. While YOLO
performed well in detecting humans, its limitations in rec-
ognizing diverse object categories prompted the need for
future fine-tuning. To address challenges, future work in-
cludes exploring datasets with improved annotations, intro-
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ducing a binary output for interaction presence, and fine-
tuning YOLO for enhanced object recognition. Check out
the GitHub repository here: https://github.com/
MultyXu/HOI_with_POI

2. Related work

Previous research has explored various approaches to
HOI detection. Yong-Lu Li and his team addresses the chal-
lenge of learning interactiveness knowledge across diverse
HOI datasets.[6] The proposed interactiveness network,
functioning as a transferable knowledge learner, introduces
Non-Interaction Suppression (NIS) to improve HOI clas-
sification results. The hierarchical learning of interactive-
ness at both instance and body part levels, along with a
consistency task can be an improvement upon our method.
Comparative evaluations on HICO-DET, V-COCO, and
PaStaNet-HOI datasets establish the superiority of their ap-
proach over existing state-of-the-art methods, emphasizing
its effectiveness and versatility in HOI detection.

The conceptual foundation of our project is inspired by
insights drawn from another research study: a study by
Facebook AI Research team that is designed to identify
human-object interactions by detecting triplets of (human,
verb, object). They uses the appearance, action, and pose
of a person to predict the location of the object they are in-
teracting with, effectively narrowing down the search area
for the target object. Implemented within the Faster R-
CNN framework, this model employs action classification
and density estimation focused on a person’s region of in-
terest (Rol). The density estimator predicts a 4D Gaussian
distribution for each action, determining the likely position
of the object relative to the person based solely on the per-
son’s appearance, enhancing the model’s accuracy.[4]

3. Method

In order to tackle this complex HOI problem, we de-
signed a pipeline that involves several different components
shown in Figure[T]to facilitate the job. The pipeline mainly
involves four stages.

1. Data Processing: Due to the training data not being in
the desired format, we performed transformations on
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Figure 1. Our interaction detection pipeline: 1. Use YOLO to isolate human subjects. 2. Augment images with pose features. 3. Process
through a VGG-like network for low-level feature extraction. 4. Apply an MLP to detect potential interaction points.

the input and label to achieve the desired structure.

2. Image Manipulation: YOLOv8 was employed to
streamline the creation of suitable images for training
and inference. YOLOv8 primarily focuses on detect-
ing humans, human poses, and objects within the im-
age.

3. Interaction Network: A neural network takes the hu-
man center image with pose as input and outputs a
point of interest relative to the human. This point indi-
cates the most likely location where an interaction with
an object is occurring.

4. Object Grounding: This involves a straightforward al-
gorithm that identifies the closest object in the image
to the point of interest predicted by the neural network.
The pixel distance is calculated and thresholded to 100
pixels.

3.1. Dataset

We experimented several choices and finally decide to
use cropped human center image and training data and the
relative position of the object to the human center as label.

3.2. Yolo

After reviewing different YOLO models and comparing
their effects, we have selected YOLOvS8n for detecting ob-
jects, recognizing objects’ names and cropping their im-
ages. Additionally, we use YOLOv8n-pose to detect hu-
mans and crop their images.

3.3. Nerual Network

The final choice for the Neural Network architecture is a
VGG-like structure [8]. Our objective is for the network to
assimilate human features, incorporating additional infor-
mation about human pose detected by YOLOv8. The de-
sired outcome is that this network can predict the location
of interactions in the image space based on human features
such as pose, gesture, and facing direction. Intuitively, for
instance, if the human image depicts a gesture of throwing
something, the neural network should learn that it is likely
the object being thrown is positioned several pixels in front
of the person’s hand. The architecture is shown in Figure[T]

4. Experiments

Now, we delve into the details of this design process,
taking you through each step of how we arrived at the final
pipeline. We will also discuss the dataset we are using and
the chosen evaluation method.

4.1. Data set

In our project, we used the V-COCO dataset, which is an
extension of the Microsoft COCO object detection dataset,
augmented with annotations of human-object interactions
(verbs). The selection of the V-COCO dataset was influ-
enced by its comparatively manageable size and its utiliza-
tion in the reference paper for our study. Consequently, it
was deemed advantageous to use this dataset for alignment
with the methodologies outlined in the aforementioned pa-
per.

First, we need to load images from the VCOCO dataset



into PyTorch tensors for subsequent training in the neural
networks. Initially, our approach was to utilize the orig-
inal images from the dataset. However, given that these
images vary in size, we opted to standardize their dimen-
sions to 640 x 640 by aligning the top-left corner and zero-
padding all missing pixels. After experimenting this ver-
sion, we observed that the accuracy did not meet our expec-
tations. Upon reflection, we considered a potential draw-
back: the inclusion of background noise in the images. Con-
sequently, we try to input the human-centric images exclu-
sively. We extracted the portion of each image within the
human bounding box, pasted it onto its original location in
a black canvas with the same shape as the original image.
In doing so, we aimed to direct the neural network’s focus
toward human-related features. While this version did yield
better results compared to the previous one, the enhance-
ment was not significant. We suspect that the limited infor-
mation fed into the neural network may be attributed to the
fact that the cropped human-centric images occupy only a
small portion of the entire canvas. Determined that we are
on the right path by emphasizing human-centric images, we
resized all human bounding boxes to dimensions of 224 x
224 with no additional padding. As anticipated, this version
produced the most accurate predictions.

As for the label of the dataset, we initially designated
the label as the centroid of the object’s bounding box since
we aimed to predict the central point of the object interact-
ing with the person depicted in the image. However, this
method yielded unsatisfactory results. Subsequent research
led to us using the coordinate relative to the center of the hu-
man’s bounding box as the label. This modification proved
to be effective, as the model began to generate outputs that
were considered desirable.

4.2. Evaluation method and baseline

Typically, HOI projects use the VCOCO dataset repos-
itory benchmark for evaluating models. However, as this
benchmark assesses various criteria such as IoU, object la-
beling, and interaction word accuracy, which may not align
perfectly with our goal of detecting only the interaction
point. So, we’ve developed our own evaluation metric. Fo-
cusing on identifying the correct object for human interac-
tion, we measure the Euclidean distance between the pre-
dicted and ground truth interaction points in pixel space. We
consider a detection correct if the distance is below a thresh-
old of 100. This tailored metric better suits our model’s in-
tended integration into broader pipelines.

Moreover, use the techniques used by [4] as the baseline
in order to compare with the recent research standing.

4.3. YOLOv8

Our training process involves utilizing YOLOv8n-pose.
We feed the cropped images into this model and use it to

detect and understand human poses. Once the human pose
is detected, we overlay the pose detection graph onto the
original image.

Our testing process uses both YOLOv8n and YOLOv8n-
pose. We first crop the full-sized images to concentrate
on the essential objects. This cropping is vital for isolat-
ing the key elements within each image. We then place
these cropped images against a black background, ensur-
ing that the focus remains solely on the subject, thereby fa-
cilitating a more precise assessment of the detection accu-
racy. Through our comparative analysis, we observed that
YOLOVS8n is highly effective in identifying non-human ob-
jects. With the outputs it generates, we stores the id for each
object’s name in a list, and make it one of our outputs of this
function. However, YOLOv8n’s performance in human de-
tection in complex scenarios is less reliable since it might
lead to unnecessary identifications. We tried to reset the
confidence level of YOLOv8n in detecting hunans, but the
improvement is limited. This observation prompted us to
experiment with YOLOv8n-pose, which proved to be supe-
rior in human detection accuracy. Given its specific design
for human pose analysis, YOLOv8n-pose consistently iden-
tifies humans accurately, even in complex scenarios. Con-
sequently, we have integrated YOLOVS8n for general object
detection and YOLOvVS8n-pose for precise human detection.

4.4. Nerual Network and Hyperparameters

As mentioned in previous sections, the objective of this
segment of the pipeline is to process the image and predict
the point of interest where the target human is potentially in-
teracting with an object. Initially, it appears to be a straight-
forward CNN detection problem, and there are several neu-
ral network architectures suitable for this task. Therefore,
for the initial step, we opted for some pre-trained neural
networks.

We initially considered ResNet [15], a widely-used neural
network architecture still prevalent in various applications.
Our choice was the pre-trained ResNet50 model in PyTorch.
To adapt it for our task, which involved predicting Xy coor-
dinates in pixel space for a point of interest, we modified
the output format. The original ResNet, designed for image
classification, outputs scores for each class in the training
set. To obtain features suitable for our needs, we applied
the “create feature extraction” function in PyTorch before
the fully connected layer.For regression of the xy coordi-
nates, we designed a custom 3-layer multilayer-perceptron
(MLP) [7]. During training, we kept the ResNet part frozen
and updated only the weights and bias in the MLP. Our
training data consisted of a 3x640x640 black canvas with
the cropped human in the original pixel space. However,
the performance was suboptimal, with the network often
predicting (0,0) as the point of interest. Further investiga-
tion revealed that the ResNet50 in PyTorch, trained on Im-
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Figure 2. Some detection results from our model. The blue point is the ground truth interaction point and the red point is the predicted
interaction point. The result looks good qualitatively and it can correctly capture the location of interacted object

ageNet, lacks the class ”human.” This limitation indicated
the need for an alternative solution.

The next neural network we chose is a VGG-like ar-
chitecture, similar to one we created in a previous home-
work assignment, and it proved effective. Additionally, this
time, we used a cropped human center image with a size of
224x224 without zero padding, resized to a 640x640 size,
and the label represented the relative pixel position of the
object to the human. Following the architecture in Figure
[T} we trained the model from scratch, fine-tuning it specifi-
cally for our application.

Ultimately, the network achieved an accuracy of about
30-40 percent. If human pose is incorporated into the im-
age, the accuracy can be boosted to about 45 percent. But
this value is still lower than the baseline [4], which is 50
percent. We will discuss this gap in the discussion section.

Furthermore, we experimented with L.1 and L2 loss func-
tions and found that L1 loss performed slightly better than
L2 in this task.

Some of the detection result is shown in Figure 2]

5. Conclusions

In this paper, we have devised a pipeline capable of de-
tecting the precise location in the pixel space where a per-
son is interacting with an object. The pipeline comprises
several stages: initially identifying the human presence in
the image, extracting features, including human pose, for
inference, subsequently predicting the point of interaction,
and ultimately pinpointing the object with which the person
is interacting.

5.1. discussion and future work

Throughout the work, we have tried many different de-
sign choices of this pipeline in order to complete the work.
However, there are still things that are not desired and can
be improved in the future.

Upon investigating the factors contributing to low accu-
racy, we discovered that some data exhibit significant noise.
For instance, as depicted in Figure [3] the left images sug-
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Figure 3. Example of bad annotation in the dataset.

gest an interaction with the soccer ball in the upper right
corner but fail to indicate an interaction with the ball at the
center of the picture. On the right, the image suggests no
interaction, yet a person is holding food in her hand. In the
future, we can explore the more recent dataset HICO-DET
[2]] which has better data annotations.

During the data loading process, we applied a
workaround to images without interactions: we set the point
of interaction to (-500, -500) in pixel space. While this ap-
proach may divert the neural network from learning accu-
rate information for predicting interactions, a potential im-
provement for the future could involve introducing an addi-
tional binary output from the neural network that explicitly
indicates whether an interaction point is present or not.

While YOLO performs admirably in detecting humans
and human poses, its lack of generality becomes appar-
ent when attempting to recognize diverse object categories
within the dataset. Some failures can be attributed to
YOLO'’s inability to identify the object being interacted
with. Therefore, for future endeavors, it would be benefi-
cial to explore fine-tuning the YOLO model on our custom
dataset to enhance its object recognition capabilities.
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